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Abstract

The Release Notes provide high-level coverage of the improvements and additions that have been
implemented in Red Hat Enterprise Linux 8.1 and document known problems in this release, as well
as notable bug fixes, Technology Previews, deprecated functionality, and other details.
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PROVIDING FEEDBACK ON RED HAT DOCUMENTATION

PROVIDING FEEDBACK ON RED HAT DOCUMENTATION

We appreciate your input on our documentation. Please let us know how we could make it better. To do
so:

Submitting feedback through Jira (account required)

1. Login to the Jira website.
2. Click Create in the top navigation bar.
3. Enter a descriptive title in the Summary field.

4. Enter your suggestion for improvement in the Description field. Include links to the relevant
parts of the documentation.

5. Click Create at the bottom of the dialogue.


https://issues.redhat.com/projects/RHELDOCS/issues
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CHAPTER 1. OVERVIEW

Installer and image creation
Users can now disable modules during a Kickstart installation.

See Section 6.1.1, “Installer and image creation” for further details.

Red Hat Enterprise Linux System Roles
A new storage role has been added to RHEL System Roles.

See Section 6.1.17, "Red Hat Enterprise Linux System Roles” for details.

Infrastructure services

RHEL 8.1introduces a new routing protocol stack, FRR, which replaces Quagga that was used on
previous versions of RHEL. FRR provides TCP/IP-based routing services with support for multiple IPv4
and IPv6 routing protocols.

The Tuned system tuning tool has been rebased to version 2.12, which adds support for negation of
CPU list.

The chrony suite has been rebased to version 3.5, which adds support for more accurate synchronization
of the system clock with hardware timestamping in RHEL 8.1 kernel.

For more information, see Section 6.1.4, “Infrastructure services”.

Security

RHEL 8.1introduces a new tool for generating SELinux policies for containers: udica. With udica, you
can create a tailored security policy for better control of how a container accesses host system
resources, such as storage, devices, and network. This enables you to harden your container
deployments against security violations and it also simplifies achieving and maintaining regulatory
compliance.

The fapolicyd software framework introduces a form of application whitelisting and blacklisting based
on a user-defined policy. The RHEL 8.1 application whitelisting feature provides one of the most
efficient ways to prevent running untrusted and possibly malicious applications on the system.

A security compliance suite, OpenSCAP, now supports SCAP 1.3 data streams and provides improved
reports.

See Section 6.1.5, “Security” for more information.

Kernel
Live patching for the kernel, kpatch, is now available, which enables you to consume Critical and
Important CVEs fixes without the need to reboot your system.

Extended Berkeley Packet Filter (eBPF)is an in-kernel virtual machine that allows code execution in
the kernel space. eBPF is utilized by a number of components in RHEL. In RHEL 8.1, the BPF Compiler
Collection (BCC) tools package is fully supported on the AMD and Intel 64-bit architectures, and
available as a Technology Preview for other architectures. In addition, the bpftrace tracing language and
the eXpress Data Path (XDP)feature are available as a Technology Preview.

For more information, see Section 6.1.7, “Kernel” and Section 6.5.2, “Kernel".

File systems and storage
The LUKS version 2 (LUKS2) format now supports re-encrypting block devices while the devices are in
use.
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See Section 6.1.9, “File systems and storage” for more information.

Dynamic programming languages, web and database servers
Later versions of the following components are now available as new module streams:

e PHP73
® Ruby 2.6
® Node.js 12
® nginx 1.16
See Section 6.1.11, “Dynamic programming languages, web and database servers” for details.

Compiler toolsets
RHEL 8.1introduces a new compiler toolset, GCC Toolset 9, an Application Stream packaged as a
Software Collection, which provides recent versions of development tools.

In addition, the following compiler toolsets have been upgraded:
e LLVMS.0.1
® Rust Toolset 1.37
e Go Toolset 1.12.8

See Section 6.1.12, “Compilers and development tools” for more information.

Identity Management
Identity Management introduces a new command-line tool - Healthcheck. Healthcheck helps users
find issues that may impact the fitness of their IdM environments.

See Section 6.1.13, “Identity Management” for details.

Identity Management now supports Ansible roles and modules for installation and management. This
update makes installation and configuration of IdM-based solutions easier.

See Section 6.1.13, “Identity Management” for more information.

Desktop

Workspace switcher in the GNOME Classic environment has been modified. The switcher is now located
in the right part of the bottom bar, and it is designed as a horizontal strip of thumbnails. Switching
between workspaces is possible by clicking on the required thumbnail. For more information,see
Section 6.1.14, "Desktop”.

The Direct Rendering Manager (DRM) kernel graphics subsystem has been rebased to upstream Linux
kernel version 5.1. This version provides a number of enhancements over the previous version, including
support for new GPUs and APUs, and various driver updates. See Section 6.1.14, “Desktop” for further
details.

In-place upgrade from RHEL 7 to RHEL 8
The following major enhancements have been introduced:

® Support for an in-place upgrade on the following architectures has been added: 64-bit ARM,
IBM POWER (little endian), IBM Z.
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® |tis now possible to perform a pre-upgrade system assessment in the web console and apply
automated remediations using the new cockpit-leapp plug-in.

® The /var or /usr directories can now be mounted on a separate partition.

® UEFIis now supported.

® | eapp now upgrades packages from the Supplementary repository.

For information about supported upgrade paths, see Supported in-place upgrade paths for Red Hat
Enterprise Linux. For instructions on how to perform an in-place upgrade, see Upgrading from RHEL 7
to RHEL 8.

If you are using CentOS Linux 7 or Oracle Linux 7, you can convert your operating system to RHEL 7
using the convert2rhel utility prior to upgrading to RHEL 8. For instructions, see Converting from an
RPM-based Linux distribution to RHEL.

Additional resources

® Capabilities and limits of Red Hat Enterprise Linux 8 as compared to other versions of the
system are available in the Knowledgebase article Red Hat Enterprise Linux technology
capabilities and limits.

e |nformation regarding the Red Hat Enterprise Linux life cycleis provided in the Red Hat
Enterprise Linux Life Cycle document.

® The Package manifest document provides a package listingfor RHEL 8.

® Major differences between RHEL 7 and RHEL 8are documented in Considerations in
adopting RHEL 8.

® |nstructions on how to perform an in-place upgrade from RHEL 7 to RHEL 8are provided by
the document Upgrading from RHEL 7 to RHEL 8 .

® The Red Hat Insightsservice, which enables you to proactively identify, examine, and resolve
known technical issues, is now available with all RHEL subscriptions. For instructions on how to
install the Red Hat Insights client and register your system to the service, see the Red Hat
Insights Get Started page.

Red Hat Customer Portal Labs
Red Hat Customer Portal Labs is a set of tools in a section of the Customer Portal available at
https://access.redhat.com/labs/. The applications in Red Hat Customer Portal Labs can help you
improve performance, quickly troubleshoot issues, identify security problems, and quickly deploy and
configure complex applications. Some of the most popular applications are:

® Registration Assistant

® Product Life Cycle Checker

® Kickstart Generator

® Red Hat Satellite Upgrade Helper

® Red Hat Code Browser

® JVM Options Configuration Tool


https://access.redhat.com/articles/4263361
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/8/html-single/upgrading_from_rhel_7_to_rhel_8/
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/8/html-single/converting_from_an_rpm-based_linux_distribution_to_rhel/
https://access.redhat.com/articles/rhel-limits
https://access.redhat.com/support/policy/updates/errata/
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/8/html-single/package_manifest/
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/8/html-single/considerations_in_adopting_rhel_8/
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/8/html-single/upgrading_from_rhel_7_to_rhel_8/index
https://access.redhat.com/products/red-hat-insights#direct
https://access.redhat.com/labs/
https://access.redhat.com/labs/registrationassistant/
https://access.redhat.com/labs/plcc/
https://access.redhat.com/labs/kickstartconfig/
https://access.redhat.com/labs/satelliteupgradehelper/
https://access.redhat.com/labs/rhcb/
https://access.redhat.com/labs/jvmconfig/
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Red Hat CVE Checker
Red Hat Product Certificates
Load Balancer Configuration Tool

Yum Repository Configuration Helper



https://access.redhat.com/labs/cvechecker/
https://access.redhat.com/labs/rhpc/
https://access.redhat.com/labs/lbconfig/
https://access.redhat.com/labs/yumrepoconfighelper/
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CHAPTER 2. ARCHITECTURES

Red Hat Enterprise Linux 8.1is distributed with the kernel version 4.18.0-147, which provides support for
the following architectures:

® AMD and Intel 64-bit architectures
® The 64-bit ARM architecture
® |BM Power Systems, Little Endian
® 64-bitIBMZ
Make sure you purchase the appropriate subscription for each architecture. For more information, see

Get Started with Red Hat Enterprise Linux - additional architectures . For a list of available subscriptions,
see Subscription Utilization on the Customer Portal.

10
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CHAPTER 3. IMPORTANT CHANGES TO EXTERNAL KERNEL
PARAMETERS

This chapter provides system administrators with a summary of significant changes in the kernel shipped
with Red Hat Enterprise Linux 8.1. These changes include added or updated proc entries, sysctl, and
sysfs default values, boot parameters, kernel configuration options, or any noticeable behavior
changes.

New kernel parameters

perf_v4_pmi=[X86,INTEL]
This parameter disables the Intel PMU counter freezing feature.

The feature only exists starting from Arch Perfmon v4 (Skylake and newer).

Format: <bool>

hv_nopvspin [X86,HYPER_V]

This parameter disables the paravirtual spinlock optimizations which allow the hypervisor to 'idle' the
guest on lock contention.

ipcmni_extend [KNL]

This parameter extends the maximum number of unique System V IPC identifiers from 32,768 to
16,777,216.

kpti = [ARM64]

This parameter controls the page table isolation of user and kernel address spaces.
The options are:

e Default: enabled on cores which need mitigation.
e 0:force disabled

e 1:force enabled

mds = [X86,INTEL]

This parameter controls the mitigation for the Micro-architectural Data Sampling (MDS)
vulnerability.

Certain CPUs are vulnerable to an exploit against CPU internal buffers which can forward information
to a disclosure gadget under certain conditions. In vulnerable processors, the speculatively
forwarded data can be used in a cache side channel attack, to access data to which the attacker does
not have direct access.

The options are:

® full - Enable MDS mitigation on vulnerable CPUs.

e full,nosmt - Enable MDS mitigation and disable Simultaneous Multi Threading (SMT) on
vulnerable CPUs.

e off - Unconditionally disable MDS mitigation.
Not specifying this parameter is equivalent to mds=full.

For details see the upstream kernel documentation.

1


https://www.kernel.org/doc/Documentation/admin-guide/hw-vuln/mds.rst
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mitigations = [X86,PPC,S390,ARM64]

This parameter controls the optional mitigations for CPU vulnerabilities. This is a set of curated,
arch-independent options, each of which is an aggregation of existing arch-specific options.
The options are:

e off - Disable all optional CPU mitigations. This improves the system performance, but it may
also expose users to several CPU vulnerabilities.
Equivalent to:

o nopti [X86,PPC]

o kpti=0 [ARM64]

o nospectre_v1 [X86,PPC]

© nobp=0 [S390]

o nospectre_v2 [X86,PPC,S390,ARM64]

o spectre_v2_user=off [X86]

o spec_store _bypass_disable=off [X86,PPC]
o ssbd=force-off [ARM64]

o tf=off [X86]

o

mds=off [X86]

e auto (default) - Mitigate all CPU vulnerabilities, but leave Simultaneous Multi Threading
(SMT) enabled, even if it is vulnerable. This option is for users who do not want to be
surprised by SMT getting disabled across kernel upgrades, or who have other ways of
avoiding SMT-based attacks.

Equivalent to:

o (default behavior)
® auto,nosmt - Mitigate all CPU vulnerabilities, disabling Simultaneous Multi Threading (SMT)
if needed. This option is for users who always want to be fully mitigated, even if it means

losing SMT.
Equivalent to:

o Itf=flush,nosmt [X86]

o mds=full,nosmt [X86]

novmcoredd [KNL,KDUMP]

12

This parameter disables device dump.
The device dump allows drivers to append dump data to vmcore so you can collect driver specified
debug info. Drivers can append the data without any limit and this data is stored in memory, so this
may cause significant memory stress.

Disabling the device dump can help save memory but the driver debug data will be no longer
available.
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This parameter is only available when the CONFIG_PROC_VMCORE_DEVICE_DUMP kernel
configuration is set.

nospectre_v1[X86]

This parameter disables mitigations for Spectre Variant 1 (bounds check bypass).
With this option, data leaks are possible in the system.

psi = [KNL]

This parameter enables or disables pressure stall information tracking.
Format: <bool>

random.trust_cpu={on,off} [KNL]

This parameter enables or disables trusting the use of the CPU’s random number generator (if
available) to fully seed the kernel’s Cryptographic Random Number Generator (CRNG). The default
is controlled by the CONFIG_RANDOM_TRUST_CPU kernel config.

vm_debug[=options] [KNL]

Available with CONFIG_DEBUG_VM=y.

Enabling this parameter may slow down the system boot speed, especially on systems with a large
amount of memory.

All options are enabled by default, and this interface is meant to allow for selectively enabling or
disabling specific virtual memory debugging features.

The options are:
® P - Enable page structure init time poisoning.

® - (dash) - Disable all of the above options.

Updated kernel parameters

cgroup_no_v1=[KNL]

This parameter disables cgroup controllers and named hierarchies in version 1 (v1).

The parameter is like the cgroup_disable kernel parameter, but only applies to cgroup v1. The
blacklisted controllers remain available in cgroup2. The "all" option blacklists all controllers and the
"named" option disables the named mounts. Specifying both "all" and "named" disables all v1
hierarchies.

Format: { { controller | "all" | "named" } [,{ controller | "all" | "named" }...]}

crashkernel = size[KMG][@offset[KMG]][KNL]

The kexec system call allows Linux to switch to a 'crash kernel' upon panic. This parameter reserves
the physical memory region [offset, offset + size] for that kernel image. If @offset is omitted, then a
suitable offset is selected automatically.

[KNL, x86_64] select a region under 4G first, and fall back to reserve region above 4G when @offset
has not been specified.

For more information, see the upstream kdump documentation.

I1tf = [X86]

13
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This parameter controls the mitigation of the L1 Terminal Fault (L1TF) vulnerability on the affected
CPUs.
The options are:

e off - Disables hypervisor mitigations and does not emit any warnings. It also drops the swap
size and available RAM limit restriction on both hypervisor and bare metal.

e flush - Is the default.
For details see the upstream kernel documentation.

nospectre_v2 [X86,PPC_FSL_BOOK3E,ARMG64]

This parameter disables all mitigations for the Spectre variant 2 (indirect branch prediction)
vulnerability.
The system may allow data leaks with this parameter.

pci=option[,option...] [PCI]

Various PCl subsystem options.
The options are:

e force_floating [S390] - Force usage of floating interrupts.

® npomio [S390] - Do not use memory input/output (MIO) instructions.

New /proc/sys/kernel parameters

hyperv_record_panic_msg

This parameter controls whether the panic kernel message (kmsg) data is reported to Hyper-V or
not.
The values are:

® 0- Do notreport the panic kmsg data.

® 1 - Report the panic kmsg data. This is the default behavior.

New /proc/sys/net parameters

bpf_jit_limit

This parameter enforces a global limit for memory allocations to the Berkeley Packet Filter Just-in-
Time (BPF JIT) compiler in order to reject the unprivileged JIT requests once it has been surpassed.
The bpf_jit_limit parameter contains the value of the global limit in bytes.

Updated /proc/sys/fs parameters

dentry-state

Dentries are dynamically allocated and deallocated.
The user is able to retrieve the following values from reading the /proc/sys/fs/dentry-state file:

e nr_dentry - Shows the total number of dentries allocated (active + unused).

e nr_unused - Shows the number of dentries that are not actively used, but are saved in the
Least recently used (LRU) list for future reuse.

14
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e age_limit - Shows the age in seconds after which the dcache entries can be reclaimed when
the memory is short.

e want_pages - Is nonzero when the shrink_dcache_pages() function has been called and
the dcache is not pruned yet.

® nr_negative - Shows the number of unused dentries that are also negative dentries which
do not map to any files. Instead, they help speeding up rejection of non-existing files
provided by the users.

Updated /proc/sys/kernel parameters

msg_next_id, sem_next_id, and shm_next_id

Notes:

1. The kernel does not guarantee that new object will have desired ID. It is up to the userspace,
how to handle an object with the "wrong" ID.

2. Toggle with the non-default value will be set back to -1by the kernel after successful Inter-

process Communication (IPC) object allocation. If the IPC object allocation syscall fails, it is
undefined if the value remains unmodified or is reset to -1.

15



Red Hat Enterprise Linux 8 8.1 Release Notes

CHAPTER 4. DISTRIBUTION OF CONTENT IN RHEL 8

4.1. INSTALLATION

Red Hat Enterprise Linux 8 is installed using ISO images. Two types of ISO image are available for the
AMDG64, Intel 64-bit, 64-bit ARM, IBM Power Systems, and IBM Z architectures:

e Binary DVD ISO: A full installation image that contains the BaseOS and AppStream repositories
and allows you to complete the installation without additional repositories.

NOTE

The Binary DVD ISO image is larger than 4.7 GB, and as a result, it might not fit
on a single-layer DVD. A dual-layer DVD or USB key is recommended when using
the Binary DVD ISO image to create bootable installation media. You can also
use the Image Builder tool to create customized RHEL images. For more
information about Image Builder, see the Composing a customized RHEL system
image document.

® Boot ISO: A minimal boot ISO image that is used to boot into the installation program. This
option requires access to the BaseOS and AppStream repositories to install software packages.
The repositories are part of the Binary DVD ISO image.

See the Performing a standard RHEL 8 installation document for instructions on downloading ISO
images, creating installation media, and completing a RHEL installation. For automated Kickstart
installations and other advanced topics, see the Performing an advanced RHEL 8 installation document.

4.2. REPOSITORIES

Red Hat Enterprise Linux 8 is distributed through two main repositories:
® BaseOS
® AppStream

Both repositories are required for a basic RHEL installation, and are available with all RHEL
subscriptions.

Content in the BaseOS repository is intended to provide the core set of the underlying OS functionality
that provides the foundation for all installations. This content is available in the RPM format and is
subject to support terms similar to those in previous releases of RHEL. For a list of packages distributed
through BaseOS, see the Package manifest.

Content in the Application Stream repository includes additional user space applications, runtime
languages, and databases in support of the varied workloads and use cases. Application Streams are
available in the familiar RPM format, as an extension to the RPM format called modules, or as Software
Collections. For a list of packages available in AppStream, see the Package manifest.

In addition, the CodeReady Linux Builder repository is available with all RHEL subscriptions. It provides
additional packages for use by developers. Packages included in the CodeReady Linux Builder

repository are unsupported.

For more information about RHEL 8 repositories, see the Package manifest.

16
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4.3. APPLICATION STREAMS

Red Hat Enterprise Linux 8 introduces the concept of Application Streams. Multiple versions of user
space components are now delivered and updated more frequently than the core operating system
packages. This provides greater flexibility to customize Red Hat Enterprise Linux without impacting the
underlying stability of the platform or specific deployments.

Components made available as Application Streams can be packaged as modules or RPM packages and
are delivered through the AppStream repository in RHEL 8. Each Application Stream component has a
given life cycle, either the same as RHEL 8 or shorter. For details, see Red Hat Enterprise Linux Life
Cycle.

Modules are collections of packages representing a logical unit: an application, a language stack, a
database, or a set of tools. These packages are built, tested, and released together.

Module streams represent versions of the Application Stream components. For example, several
streams (versions) of the PostgreSQL database server are available in the postgresql module with the
default postgresql:10 stream. Only one module stream can be installed on the system. Different
versions can be used in separate containers.

Detailed module commands are described in the Installing, managing, and removing user-space
components document. For a list of modules available in AppStream, see the Package manifest.

4.4. PACKAGE MANAGEMENT WITH YUM/DNF

On Red Hat Enterprise Linux 8, installing software is ensured by the YUM tool, which is based on the
DNF technology. We deliberately adhere to usage of the yum term for consistency with previous major
versions of RHEL. However, if you type dnf instead of yum, the command works as expected because
yum is an alias to dnf for compatibility.

For more details, see the following documentation:

® |nstalling, managing, and removing user-space components

® Considerations in adopting RHEL 8
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CHAPTER 5. RHEL 8.1.1 RELEASE

Red Hat makes Red Hat Enterprise Linux 8 content available quarterly, in between minor releases (8.Y).
The quarterly releases are numbered using the third digit (8.Y.1). The new features in the RHEL 8.1.1
release are described below.

5.1. NEW FEATURES

A new module stream: postgresql:12

The RHEL 8.1.1release introduces PostgreSQL 12, which provides a number of new features and
enhancements over version 10. Notable changes include:

® The PostgreSQL Audit Extension, pgaudit, which provides detailed session and object audit
logging through the standard PostgreSQL logging facility

® |mprovements to the partitioning functionality, for example, support for hash partitioning
® Enhancements to query parallelism

® Stored SQL procedures enabling transaction management

® \Various performance improvements

® Enhancements to the administrative functionality

® Support for the SQL/JSON path language

® Stored generated columns

® Nondeterministic collations

® New authentication features, including encryption of TCP/IP connections when using GSSAPI
authentication or multi-factor authentication.

Note that support for Just-In-Time (JIT) compilation, available in upstream since PostgreSQL 11, is not
provided by the postgresql:12 module stream.

To install the postgresql:12 stream, use:

I # yum module install postgresql:12

If you want to upgrade from an earlier postgresql stream within RHEL 8, follow the procedure described
in Switching to a later stream and then migrate your PostgreSQL data as described in Migrating to a
RHEL 8 version of PostgreSQL.

(JIRA:RHELPLAN-26926)

Rust Toolset rebased to version 1.39

Rust Toolset has been updated to version 1.39. Notable changes include:

® The async - .await syntax has been added to stable Rust. You can now define async functions
and blocks and .await them.
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® Enhanced pipelined compilation improves build time for optimized, clean builds of some crate
graphs by 10-20%.

® When the by-move bindings are in the main pattern of a match expression, if guards can now
reference those bindings.

® Rustis supposed to detect memory-safety bugs at compile time, but the previous borrow
checker had limitations and allowed undefined behaviour and memory unsafety. The new NLL
borrow checker can find these problems and was raising warnings about that as a migration

step. These warnings are now hard errors.

® The rustc compiler now provides a lint when functions mem::{uninitialized, zeroed} are used
to initialize some of the types, for example, &T and Box<T>.

e The following functions are now const fn in the standard library: Vec::new, String::new,
LinkedList::new, str::len, [T]::len, str::as_bytes, abs, wrapping_abs, and overflowing_abs.

To install the Rust Toolset module stream, run the following command as root:

I # yum module install rust-toolset

For detailed instructions regarding usage, see Using Rust Toolset.

(BZ#1680096)

A new module: jmc:rhel8

RHEL 8.1.Tintroduces JDK Mission Control (JMC), a powerful profiler for HotSpot JVMs, as a new jme
module. JMC provides an advanced set of tools for efficient and detailed analysis of extensive data
collected by the JDK Flight Recorder. The tool chain enables developers and administrators to collect
and analyze data from Java applications running locally or deployed in production environments. Note
that JMC requires JDK version 8 or later to run. Target Java applications must run with at least
OpendDK version 11 so that JMC can access JDK Flight Recorder features.
The jmc:rhel8 module stream has two profiles:

® The common profile, which installs the entire JMC application

® The core profile, which installs only the core Java libraries ( jmec-core)

To install the common profile of the jmc:rhel8 module stream, use:

I # yum module install jmc:rhel8/common

Change the profile name to core to install only the jmc-core package.
(BZ#1716452)

NET Core 3.1 now available in RHEL 8

This update adds the .NET Core 3.1 Software Development Kit (SDK) and the .NET Core 3.1 Runtime to
RHEL 8. In addition, the ASP.NET Core 3.1 framework for building web application and services is now
available.

(BZ#1711405)

A new installer for virtio-win drivers
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An interactive Windows Installer has been added to the virtio-win package. This makes it possible to
easily and efficiently install paravirtualized KVM drivers in virtual machines that use Microsoft Windows
as their guest operating systems.

(BZ#1745298)

container-tools updated

The container-tools module, which contains the podman, buildah, skopeo, and runc tools, has been
updated. The tools in the container are now built with FIPS mode enabled. In addition, this update fixes
several bugs and a security issue.

(BZ#1783277)

conmon is how in a separate package

The conmon open container initiative (OCI) container runtime monitor utility has been moved into a
separate conmon package. It is no longer available in the podman package.

(BZ#1753209)
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6.1. NEW FEATURES

This part describes new features and major enhancements introduced in Red Hat Enterprise Linux 8.1.

6.1.1. Installer and image creation

Modules can now be disabled during Kickstart installation

With this enhancement, users can now disable a module to prevent the installation of packages from the
module. To disable a module during Kickstart installation, use the command:

module --name=foo --stream=bar --disable

(BZ#1655523)

Support for the repo.git section to blueprints is now available

A new repo.git blueprint section allows users to include extra files in their image build. The files must be
hosted in git repository that is accessible from the lorax-composer build server.

(BZ#1709594)

Image Builder now supports image creation for more cloud providers

With this update, the Image Builder expanded the number of Cloud Providers that the Image Builder can
create an image for. As a result, now you can create RHEL images that can be deployed also on Google
Cloud and Alibaba Cloud as well as run the custom instances on these platforms.

(BZ#1689140)

6.1.2. Software management

dnf-utils has been renamed to yum-utils

With this update, the dnf-utils package, that is a part of the YUM stack, has been renamed to yum-utils.
For compatibility reasons, the package can still be installed using the dnf-utils name, and will
automatically replace the original package when upgrading your system.

(BZ#1722093)

6.1.3. Subscription management

subscription-manager now reports the role, usage and add-ons values

With this update, the subscription-manager can now display the Role, Usage and Add-ons values for
each subscription available in the current organization, which is registered to either the Customer Portal
or to the Satellite.

® To show the available subscriptions with the addition of Role, Usage and Add-ons values for
those subscriptions use:

I # subscription-manager list --available
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® To show the consumed subscriptions including the additional Role, Usage and Add-ons values
use:

I # subscription-manager list --consumed

(BZ#1665167)

6.1.4. Infrastructure services

tuned rebased to version 2.12

The tuned packages have been upgraded to upstream version 2.12, which provides a number of bug
fixes and enhancements over the previous version, notably:

e Handling of devices that have been removed and reattached has been fixed.
® Support for negation of CPU list has been added.

e Performance of runtime kernel parameter configuration has been improved by switching from
the sysctl tool to a new implementation specific to Tuned.

(BZ#1685585)

chrony rebased to version 3.5

The chrony packages have been upgraded to upstream version 3.5, which provides a number of bug
fixes and enhancements over the previous version, notably:

® Support for more accurate synchronization of the system clock with hardware timestamping in
RHEL 8.1 kernel has been added.

® Hardware timestamping has received significant improvements.

® The range of available polling intervals has been extended.

e The filter option has been added to NTP sources.
(BZ#1685469)

New FRRouting routing protocol stack is available

With this update, Quagga has been replaced by Free Range Routing (FRRouting, or FRR), which is a
new routing protocol stack. FRR is provided by the frr package available in the AppStream repository.

FRR provides TCP/IP-based routing services with support for multiple IPv4 and IPv6 routing protocols,
such as BGP, IS-IS, OSPF, PIM, and RIP.

With FRR installed, the system can act as a dedicated router, which exchanges routing information with
other routers in either internal or external network.

(BZ#1657029)

GNU enscript now supports ISO-8859-15 encoding
With this update, support for ISO-8859-15 encoding has been added into the GNU enscript program.

(BZ#1664366)
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Improved accuracy of measuring system clock offsetin phc2sys

The phc2sys program from the linuxptp packages now supports a more accurate method for
measuring the offset of the system clock.

(BZ#1677217)

ptp4l now supports team interfaces in active-backup mode

With this update, support for team interfaces in active-backup mode has been added into the PTP
Boundary/Ordinary Clock (ptp4l).

(BZ#1685467)

The PTP time synchronization on macvlan interfaces is now supported

This update adds support for hardware timestamping on macvlan interfaces into the Linux kernel. As a
result, macvlan interfaces can now use the Precision Time Protocol (PTP) for time synchronization.

(BZ#1664359)

6.1.5. Security

New package: fapolicyd
The fapolicyd software framework introduces a form of application whitelisting and blacklisting based
on a user-defined policy. The application whitelisting feature provides one of the most efficient ways to
prevent running untrusted and possibly malicious applications on the system.
The fapolicyd framework provides the following components:

e fapolicyd service

e fapolicyd command-line utilities

® yum plugin

® rule language

Administrator can define the allow and deny execution rules, both with possibility of auditing, based on
a path, hash, MIME type, or trust for any application.

Note that every fapolicyd setup affects overall system performance. The performance hit varies
depending on the use case. The application whitelisting slow-downs the open() and exec() system calls,
and therefore primarily affects applications that perform such system calls frequently.

See the fapolicyd(8), fapolicyd.rules(5), and fapolicyd.conf(5) man pages for more information.

(BZ#1673323)

New package: udica

The new udica package provides a tool for generation SELinux policies for containers. With udica, you
can create a tailored security policy for better control of how a container accesses host system
resources, such as storage, devices, and network. This enables you to harden your container
deployments against security violations and it also simplifies achieving and maintaining regulatory
compliance.
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See the Creating SELinux policies for containers section in the RHEL 8 Using SELinux title for more
information.

(BZ#1673643)

SELinux user-space tools updated to version 2.9

The libsepol, libselinux, libsemanage, policycoreutils, checkpolicy, and mcstrans SELinux user-
space tools have been upgraded to the latest upstream release 2.9, which provides many bug fixes and
enhancements over the previous version.

(BZ#1672638, BZ#1672642, BZ#1672637, BZ#1672640, BZ#1672635, BZ#1672641)

SETools updated to version 4.2.2

The SETools collection of tools and libraries has been upgraded to the latest upstream release 4.2.2,
which provides the following changes:

® Removed source policy references from man pages, as loading source policies is no longer
supported

® Fixed a performance regression in alias loading
(BZ#1672631)

selinux-policy rebased to 3.14.3

The selinux-policy package has been upgraded to upstream version 3.14.3, which provides a number of
bug fixes and enhancements to the allow rules over the previous version.

(BZ#1673107)

A new SELinux type: boltd_t

A new SELinux type, boltd_t, confines boltd, a system daemon for managing Thunderbolt 3 devices. As
a result, boltd now runs as a confined service in SELinux enforcing mode.

(BZ#1684103)

A new SELinux policy class: bpf

A new SELinux policy class, bpf, has been introduced. The bpf class enables users to control the Berkeley
Packet Filter (BPF) flow through SElinux, and allows inspection and simple manipulation of Extended
Berkeley Packet Filter (eBPF) programs and maps controlled by SELinux.

(BZ#1673056)

OpenSCAP rebased to version 1.3.1

The openscap packages have been upgraded to upstream version 1.3.1, which provides many bug fixes
and enhancements over the previous version, most notably:

® Support for SCAP 1.3 source data streams: evaluating, XML schemas, and validation
® Tailoring files are included in ARF result files

® OVAL details are always shown in HTML reports, users do not have to provide the --oval-
results option
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® HTML report displays OVAL test details also for OVAL tests included from other OVAL
definitions using the OVAL extend_definition element
® OVAL test IDs are shown in HTML reports
® Rule IDs are shown in HTML guides

(BZ#1718826)

OpenSCAP now supports SCAP 1.3

The OpenSCAP suite now supports data streams conforming to the latest version of the SCAP
standard - SCAP 1.3. You can now use SCAP 1.3 data streams, such as those contained in the scap-
security-guide package, in the same way as SCAP 1.2 data streams without any additional usability
restrictions.

(BZ#1709429)

scap-security-guide rebased to version 0.1.46

The scap-security-guide packages have been upgraded to upstream version 0.1.46, which provides
many bug fixes and enhancements over the previous version, most notably: * SCAP content conforms to
the latest version of SCAP standard, SCAP 1.3 * SCAP content supports UBI images

(BZ#1718839)

OpenSSH rebased to 8.0p1

The openssh packages have been upgraded to upstream version 8.0p1, which provides many bug fixes
and enhancements over the previous version, most notably:

® |ncreased default RSA key size to 3072 bits for the ssh-keygen tool
® Removed support for the ShowPatchLevel configuration option

® Applied numerous GSSAPI key exchange code fixes, such as the fix of Kerberos cleanup
procedures

® Removed fall back to the sshd_net_t SELinux context
e Added support for Match final blocks
® Fixed minor issues in the ssh-copy-id command

® Fixed Common Vulnerabilities and Exposures (CVE) related to the scp utility (CVE-2019-6111,
CVE-2018-20685, CVE-2019-6109)

Note, that this release introduces minor incompatibility of scp as mitigation of CVE-2019-6111. If your
scripts depend on advanced bash expansions of the path during an scp download, you can use the -T
switch to turn off these mitigations temporarily when connecting to trusted servers.

(BZ#1691045)

libssh now complies with the system-wide crypto-policies

The libssh client and server now automatically load the /etc/libssh/libssh_client.config file and the
/etc/libssh/libssh_server.config, respectively. This configuration file includes the options set by the
system-wide crypto-policies component for the libssh back end and the options set in the
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/etc/ssh/ssh_config or /etc/ssh/sshd_config OpenSSH configuration file. With automatic loading of
the configuration file, libssh now use the system-wide cryptographic settings set by crypto-policies.
This change simplifies control over the set of used cryptographic algorithms by applications.

(BZ#1610883, BZ#1610884)

An option for rsyslog to preserve case of FROMHOST is available

This update to the rsyslog service introduces the option to manage letter case preservation of the
FROMHOST property for the imudp and imtcp modules. Setting the preservecase value to on means
the FROMHOST property is handled in a case sensitive manner. To avoid breaking existing
configurations, the default values of preservecase are on for imtcp and off for imudp.

(BZ#1614181)

6.1.6. Networking

PMTU discovery and route redirection is now supported with VXLAN and GENEVE tunnels

The kernel in Red Hat Enterprise Linux (RHEL) 8.0 did not handle Internet Control Message Protocol
(ICMP) and ICMPv6 messages for Virtual Extensible LAN (VXLAN) and Generic Network Virtualization
Encapsulation (GENEVE) tunnels. As a consequence, Path MTU (PMTU) discovery and route
redirection was not supported with VXLAN and GENEVE tunnels in RHEL releases prior to 8.1. With this
update, the kernel handles ICMP "Destination Unreachable” and "Redirect Message”, as well as ICMPv6
"Packet Too Big" and "Destination Unreachable" error messages by adjusting the PMTU and modifying
forwarding information. As a result, RHEL 8.1 supports PMTU discovery and route redirection with
VXLAN and GENEVE tunnels.

(BZ#1652222)

Notable changes in XDP and networking eBPF features in kernel
The XDP and the networking eBPF features in the kernel package have been upgraded to upstream

version 5.0, which provides a number of bug fixes and enhancements over the previous version:

® eBPF programs can now better interact with the TCP/IP stack, perform flow dissection, have
wider range of bpf helpers available, and have access to new map types.

® XDP metadata are now available to AF_XDP sockets.

(BZ#1687459)

The new PTP_SYS_OFFSET_EXTENDED control for ioctl() improves the accuracy of
measured system-PHC ofsets

This enhancement adds the PTP_SYS_OFFSET_EXTENDED control for more accurate measurements
of the system precision time protocol (PTP) hardware clock (PHC) offset to the ioctl() function. The
PTP_SYS_ OFFSET control which, for example, the chrony service uses to measure the offset between
a PHC and the system clock is not accurate enough. With the new PTP_SYS_OFFSET_EXTENDED
control, drivers can isolate the reading of the lowest bits. This improves the accuracy of the measured
offset. Network drivers typically read multiple PCl registers, and the driver does not read the lowest bits
of the PHC time stamp between two readings of the system clock.

(BZ#1677215)

ipset rebased to version 7.1
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The ipset packages have been upgraded to upstream version 7.1, which provides a number of bug fixes
and enhancements over the previous version:

® The ipset protocol version 7 introduces the IPSET_CMD_GET_BYNAME and
IPSET_CMD_GET_BYINDEX operations. Additionally, the user space component can now
detect the exact compatibility level that the kernel component supports.

® Asignificant number of bugs have been fixed, such as memory leaks and use-after-free bugs.

(BZ#1649090)

6.1.7. Kernel

Kernel version in RHEL 8.1

Red Hat Enterprise Linux 8.1is distributed with the kernel version 4.18.0-147.

(BZ#1797671)

Live patching for the kernel is now available

Live patching for the kernel, kpatch, provides a mechanism to patch the running kernel without
rebooting or restarting any processes. Live kernel patches will be provided for selected minor release
streams of RHEL covered under the Extended Update Support (EUS) policy to remediate Critical and
Important CVEs.

To subscribe to the kpatch stream for the RHEL 8.1 version of the kernel, install the kpatch-patch-
4 18 _0-147 package provided by the RHEA-2019:3695 advisory.

For more information, see Applying patches with kernel live patching in Managing, monitoring and
updating the kernel.

(BZ#1763780)

Extended Berkeley Packet Filter in RHEL 8

Extended Berkeley Packet Filter (eBPF)is an in-kernel virtual machine that allows code execution in
the kernel space, in the restricted sandbox environment with access to a limited set of functions. The
virtual machine executes special assembly-like code. The code is then loaded to the kernel and
translated to the native machine code with just-in-time compilation. There are numerous components
shipped by Red Hat that utilize the eBPF virtual machine. Each component is in a different development
phase, and thus not all components are currently fully supported.

In RHEL 8.1, the BPF Compiler Collection (BCC)tools package is fully supported on the AMD and Intel
64-bit architectures. The BCC tools package is a collection of dynamic kernel tracing utilities that use
the eBPF virtual machine.

The following eBPF components are currently available as a Technology Preview:

® The BCC tools package on the following architectures: the 64-bit ARM architecture, IBM Power
Systems, Little Endian, and IBM Z

® The BCC library on all architectures
® The bpftrace tracing language

® The eXpress Data Path (XDP) feature
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For details regarding the Technology Preview components, see Section 6.5.2, “Kernel”.
(BZ#1780124)

Red Hat Enterprise Linux 8 now supports early kdump

The early kdump feature allows the crash kernel and initramfs to load early enough to capture the
vmcore information even for early crashes.

For more details about early kdump, see the /usr/share/doc/kexec-tools/early-kdump-howto.txt file.

(BZ#1520209)

RHEL 8 now supports ipcmni_extend

A new kernel command line parameter ipcmni_extend has been added to Red Hat Enterprise Linux 8.
The parameter extends a number of unique System V Inter-process Communication (IPC) identifiers
from the current maximum of 32 KB (15 bits) up to 16 MB (24 bits). As a result, users whose applications
produce a lot of shared memory segments are able to create a stronger IPC identifier without exceeding
the 32 KB limit.

Note that in some cases using ipcmni_extend results in a small performance overhead and it should be
used only if the applications need more than 32 KB of unique IPC identifier.

(BZ#1710480)

The persistent memory initialization code supports parallel initialization

The persistent memory initialization code enables parallel initialization on systems with multiple nodes
of persistent memory. The parallel initialization greatly reduces the overall memory initialization time on
systems with large amounts of persistent memory. As a result, these systems can now boot much faster.

(BZ#1634343)

TPM userspace tool has been updated to the last version

The tpm2-tools userspace tool has been updated to version 2.0. With this update, tpm2-tools is able to
fix many defects.

(BZ#1664498)

The rngd daemon is now able to run with non-root privileges

The random number generator daemon (rngd) checks whether data supplied by the source of
randomness is sufficiently random and then stores the data in the kernel’'s random-number entropy
pool. With this update, rngd is able to run with non-root user privileges to enhance system security.

(BZ#1692435)

Full support for the ibmvnic driver

With the introduction of Red Hat Enterprise Linux 8.0, the IBM Virtual Network Interface Controller
(vNIC) driver for IBM POWER architectures, ibmvnic, was available as a Technology Preview. vNIC is a
PowerVM virtual networking technology that delivers enterprise capabilities and simplifies network
management. It is a high-performance, efficient technology that when combined with SR-IOV NIC
provides bandwidth control Quality of Service (QoS) capabilities at the virtual NIC level. vNIC
significantly reduces virtualization overhead, resulting in lower latencies and fewer server resources,
including CPU and memory, required for network virtualization.
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Starting with Red Hat Enterprise Linux 8.1 the ibmvnic device driver is fully supported on IBM POWER9
systems.

(BZ#1665717)

Intel ® Omni-Path Architecture (OPA) Host Software

Intel Omni-Path Architecture (OPA) host software is fully supported in Red Hat Enterprise Linux 8.1.
Intel OPA provides Host Fabric Interface (HFI) hardware with initialization and setup for high
performance data transfers (high bandwidth, high message rate, low latency) between compute and I/O
nodes in a clustered environment.

(BZ#1766186)

UBSan has been enabled in the debug kernel in RHEL 8

The Undefined Behavior Sanitizer (UBSan) utility exposes undefined behavior flaws in C code
languages at runtime. This utility has now been enabled in the debug kernel because the compiler
behavior was, in some cases, different than developers' expectations. Especially, in the case of compiler
optimization, where subtle, obscure bugs would appear. As a result, running the debug kernel with
UBSan enabled allows the system to easily detect such bugs.

(BZ#1571628)

The fadump infrastructure now supports re-registering in RHEL 8

The support has been added for re-registering (unregistering and registering) of the firmware-assisted
dump (fadump) infrastructure after any memory hot add/remove operation to update the crash
memory ranges. The feature aims to prevent the system from potential racing issues during
unregistering and registering fadump from userspace during udev events.

(BZ#1710288)

The determine_maximum_mpps.sh script has been introduced in RHEL for Real Time 8

The determine_maximum_mpps.sh script has been introduced to help use the queuelat test program.
The script executes queuelat to determine the maximum packets per second a machine can handle.

(BZ#1686494)

kernel-rt source tree now matches the latest RHEL 8 tree

The kernel-rt sources have been upgraded to be based on the latest Red Hat Enterprise Linux kernel
source tree, which provides a number of bug fixes and enhancements over the previous version.

(BZ#1678887)

The ssdd test has been added to RHEL for Real Time 8

The ssdd test has been added to enable stress testing of the tracing subsystem. The test runs multiple
tracing threads to verify locking is correct within the tracing system.

(BZ#1666351)

6.1.8. Hardware enablement

Memory Mode for Optane DC Persistent Memory technology is fully supported
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Intel Optane DC Persistent Memory storage devices provide data center-class persistent memory
technology, which can significantly increase transaction throughput.

To use the Memory Mode technology, your system does not require any special drivers or specific
certification. Memory Mode is transparent to the operating system.

(BZ#1718422)

IBM Z now supports system boot signature verification

Secure Boot allows the system firmware to check the authenticity of cryptographic keys that were used
to sign the kernel space code. As a result,the feature improves security since only code from trusted
vendors can be executed.

Note that IBM z15 is required to use Secure Boot.

(BZ#1659399)

6.1.9. File systems and storage

Support for Data Integrity Field/Data Integrity Extension (DIF/DIX)

DIF/DIX is supported on configurations where the hardware vendor has qualified it and provides full
support for the particular host bus adapter (HBA) and storage array configuration on RHEL.

DIF/DIXis not supported on the following configurations:
® |tis not supported for use on the boot device.
® |tis notsupported on virtualized guests.

® Red Hat does not support using the Automatic Storage Management library (ASMLib) when
DIF/DIXis enabled.

DIF/DIX is enabled or disabled at the storage device, which involves various layers up to (and including)
the application. The method for activating the DIF on storage devices is device-dependent.

For further information on the DIF/DIX feature, see What is DIF/DIX.

(BZ#1649493)

Optane DC memory systems now supports EDAC reports

Previously, EDAC was not reporting memory corrected/uncorrected events if the memory address was
within a NVDIMM module. With this update, EDAC can properly report the events with the correct
memory module information.

(BZ#1571534)

The VDO Ansible module has been moved to Ansible packages

Previously, the VDO Ansible module was provided by the vdo RPM package. Starting with this release,
the module is provided by the ansible package instead.

The original location of the VDO Ansible module file was:

I /usr/share/doc/vdo/examples/ansible/vdo.py
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The new location of the file is:

I /usr/lib/python3.6/site-packages/ansible/modules/system/vdo.py

The vdo package continues to distribute Ansible playbooks.
For more information on Ansible, see http://docs.ansible.com/.

(BZ#1669534)

Aero adapters are now fully supported

The following Aero adapters, previously available as a Technology Preview, are now fully supported:
® PCIID 0x1000:0x00e2 and Ox1000:0x00e6, controlled by the mpt3sas driver
® PCIID 0x1000:0x10e5 and Ox1000:0x10e6, controlled by the megaraid_sas driver

(BZ#1663281)

LUKS2 now supports online re-encryption
The Linux Unified Key Setup version 2 (LUKS2) format now supports re-encrypting encrypted devices
while the devices are in use. For example, you do not have to unmount the file system on the device to
perform the following tasks:

® Change the volume key

® Change the encryption algorithm

When encrypting a non-encrypted device, you must still unmount the file system, but the encryption is
now significantly faster. You can remount the file system after a short initialization of the encryption.

Additionally, the LUKS2 re-encryption is now more resilient. You can select between several options
that prioritize performance or data protection during the re-encryption process.

To perform the LUKS2 re-encryption, use the cryptsetup reencrypt subcommand. Red Hat no longer
recommends using the cryptsetup-reencrypt utility for the LUKS2 format.

Note that the LUKST format does not support online re-encryption, and the cryptsetup reencrypt
subcommand is not compatible with LUKSI. To encrypt or re-encrypt a LUKS1 device, use the
cryptsetup-reencrypt utility.

For more information on disk encryption, see Encrypting block devices using LUKS.

(BZ#1676622)

New features of ext4 available in RHEL 8

In RHELS, following are the new fully supported features of ext4:
® Non-default features:
o project
© quota

°© mmp
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® Non-default mount options:

o bsddf|minixdf

o

grpid|bsdgroups and nogrpid|sysvgroups

o resgid=n and resuid=n

o errors={continue|remount-ro|panic}

o commit=nrsec

o max_batch_time=usec

o min_batch_time=usec

o grpquotajnoquotalquotalusrquota

o prjquota

o dax

o lazytime|nolazytime

o discard|nodiscard

o init_itable|noinit_itable

o jafmt={visold|visvO|vfsvi}

o usrjquota=aquota.user|grpjquota=aquota.group
For more information on features and mount options, see the ext4 man page. Other ext4 features,
mount options or both, or combination of features, mount options or both may not be fully supported by
Red Hat. If your special workload requires a feature or mount option that is not fully supported in the
Red Hat release, contact Red Hat support to evaluate it for inclusion in our supported list.

(BZ#1741531)

NVMe over RDMA now supports an Infiniband in the target mode for IBM Coral systems

In RHEL 8.1, NVMe over RDMA now supports an Infiniband in the target mode for IBM Coral systems,
with a single NVMe PCle add in card as the target.

(BZ#1721683)

6.1.10. High availability and clusters

Pacemaker now defaults the concurrent-fencing cluster property to true

If multiple cluster nodes need to be fenced at the same time, and they use different configured fence
devices, Pacemaker will now execute the fencing simultaneously, rather than serialized as before. This
can result in greatly sped up recovery in a large cluster when multiple nodes must be fenced.
(BZ#1715426)

Extending a shared logical volume no longer requires a refresh on every cluster node
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With this release, extending a shared logical volume no longer requires a refresh on every cluster node
after running the lvextend command on one cluster node. For the full procedure to extend the size of a
GFS2 file system, see Growing a GFS2 file system.

(BZ#1649086)

Maximum size of a supported RHEL HA cluster increased from 16 to 32 nodes

With this release, Red Hat supports cluster deployments of up to 32 full cluster nodes.

(BZ#1693491)

Commands for adding, changing, and removing corosync links have been added to pcs

The Kronosnet (knet) protocol now allows you to add and remove knet links in running clusters. To
support this feature, the pes command now provides commands to add, change, and remove knet links
and to change a upd/udpu link in an existing cluster. For information on adding and modifying links in an
existing cluster, see Adding and modifying links in an existing cluster . (BZ#1667058)

6.1.11. Dynamic programming languages, web and database servers

A new module stream: php:7.3

RHEL 8.1introduces PHP 7.3, which provides a number of new features and enhancements. Notable
changes include:

® Enhanced and more flexible heredoc and nowdoc syntaxes
® The PCRE extension upgraded to PCRE2
® |mproved multibyte string handling
® Support for LDAP controls
® |Improved FastCGl Process Manager (FPM) logging
® Several deprecations and backward incompatible changes
For more information, see Migrating from PHP 7.2.x to PHP 7.3.x.
Note that the RHEL 8 version of PHP 7.3 does not support the Argon2 password hashing algorithm.

To install the php:7.3 stream, use:

I # yum module install php:7.3

If you want to upgrade from the php:7.2 stream, see Switching to a later stream .
(BZ#1653109)

A new module stream: ruby:2.6

A new module stream, ruby:2.6, is now available. Ruby 2.6.3, included in RHEL 8.1, provides numerous
new features, enhancements, bug and security fixes, and performance improvements over version 2.5
distributed in RHEL 8.0.

Notable enhancements include:
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® Constant names are now allowed to begin with a non-ASCII capital letter.
® Support for an endless range has been added.
® A new Binding#source_location method has been provided.
® $SAFE is now a process global state and it can be set back to 0.
The following performance improvements have been implemented:
® The Proc#call and block.call processes have been optimized.
® A new garbage collector managed heap, Transient heap (theap), has been introduced.
e Native implementations of coroutines for individual architectures have been introduced.

In addition, Ruby 2.5, provided by the ruby:2.5 stream, has been upgraded to version 2.5.5, which
provides a number of bug and security fixes.

To install the ruby:2.6 stream, use:

I # yum module install ruby:2.6

If you want to upgrade from the ruby:2.5 stream, see Switching to a later stream.

(BZ#1672575)

A new module stream: nodejs:12

RHEL 8.1introduces Node.js 12, which provides a number of new features and enhancements over
version 10. Notable changes include:

® The V8 engine upgraded to version 7.4

® Anew default HTTP parser, llhttp (no longer experimental)
® |ntegrated capability of heap dump generation

e Support for ECMAScript 2015 (ES6) modules

® |mproved support for native modules

e Worker threads no longer require a flag

® A new experimental diagnostic report feature

® Improved performance

To install the nodejs:12 stream, use:

I # yum module install nodejs:12

If you want to upgrade from the nodejs:10 stream, see Switching to a later stream.

(BZ#1685191)

Judy-devel available in CRB
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The Judy-devel package is now available as a part of the mariadb-devel:10.3 module in the CodeReady
Linux Builder repository (CRB). As a result, developers are now able to build applications with the Judy
library.

To install the Judy-devel package, enable the mariadb-devel:10.3 module first:

# yum module enable mariadb-devel:10.3
# yum install Judy-devel

(BZ#1657053)

FIPS compliance in Python 3
This update adds support for OpenSSL FIPS mode to Python 3. Namely:

® |n FIPS mode, the blake2, sha3, and shake hashes use the OpenSSL wrappers and do not offer
extended functionality (such as keys, tree hashing, or custom digest size).

® |n FIPS mode, the hmac.HMAC class can be instantiated only with an OpenSSL wrapper or a
string with OpenSSL hash name as the digestmod argument. The argument must be specified
(instead of defaulting to the md5 algorithm).

Note that hash functions support the usedforsecurity argument, which allows using insecure hashes in
OpenSSL FIPS mode. The user is responsible for ensuring compliance with any relevant standards.

(BZ#1731424)

FIPS compliance changes in python3-wheel

This update of the python3-wheel package removes a built-in implementation for signing and verifying
data that is not compliant with FIPS.

(BZ#1731526)

A new module stream: nginx:1.16

The nginx 1.16 web and proxy server, which provides a number of new features and enhancements over
version 1.14, is now available. For example:

® Numerous updates related to SSL (loading of SSL certificates and secret keys from variables,
variable support in the ssl_certificate and ssl_certificate_key directives, a new ssl_early_data
directive)

® New keepalive-related directives

® A newrandom directive for distributed load balancing

e New parameters and improvements to existing directives (port ranges for the listen directive, a
new delay parameter for the limit_req directive, which enables two-stage rate limiting)

o Anew $upstream_bytes_sent variable
® |mprovements to User Datagram Protocol (UDP) proxying
Other notable changes include:

® |nthe nginx:1.16 stream, the nginx package does not require the nginx-all-modules package,
therefore nginx modules must be installed explicitly. When you install nginx as module, the
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nginx-all-modules package is installed as a part of the common profile, which is the default
profile.

® The ssl directive has been deprecated; use the ssl parameter for the listen directive instead.
® nginx now detects missing SSL certificates during configuration testing.

® When using a host name in the listen directive, nginx now creates listening sockets for all
addresses that the host name resolves to.

To install the nginx:1.16 stream, use:

I # yum module install nginx:1.16

If you want to upgrade from the nginx:1.14 stream, see Switching to a later stream.
(BZ#1690292)

perl-10-Socket-SSL rebased to version 2.066

The perl-l0-Socket-SSL package has been upgraded to version 2.066, which provides a number of bug
fixes and enhancements over the previous version, for example:

® Improved support for TLS 1.3, notably a session reuse and an automatic post-handshake
authentication on the client side

® Added support for multiple curves, automatic setting of curves, partial trust chains, and support
for RSA and ECDSA certificates on the same domain

(BZ#1632600)

perl-Net-SSLeay rebased to version 1.88

The perl-Net-SSLeay package has been upgraded to version 1.88, which provides multiple bug fixes and
enhancements. Notable changes include:

® Improved compatibility with OpenSSL 1.1.1, such as manipulating a stack of certificates and X509
stores, and selecting elliptic curves and groups

® |mproved compatibility with TLS 1.3, for example, a session reuse and a post-handshake
authentication

® Fixed memory leak in the cb_data_advanced_put() subroutine.

(BZ#1632597)

6.1.12. Compilers and development tools

GCC Toolset 9 available

Red Hat Enterprise Linux 8.1introduces GCC Toolset 9, an Application Stream containing more up-to-
date versions of development tools.

The following tools and versions are provided by GCC Toolset 9:
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Tool Version

GCC 9.1
GDB 8.3
Valgrind 315.0
SystemTap 41
Dyninst 10.1.0
binutils 232
elfutils 0.176
dwz 0.12
make 4.2
strace 5.1
[trace 0.7.91
annobin 8.79

GCC Toolset 9 is available as an Application Stream in the form of a Software Collection in the
AppStream repository. GCC Toolset is a set of tools similar to Red Hat Developer Toolset for RHEL 7.

Toinstall GCC Toolset 9:
I # yum install gcc-toolset-9

To run a tool from GCC Toolset 9:

I $ scl enable gce-toolset-9 tool

To run a shell session where tool versions from GCC Toolset 9 take precedence over system versions of
these tools:

I $ scl enable gce-toolset-9 bash

For detailed instructions regarding usage, see Using GCC Toolset.
(BZ#1685482)

Upgraded compiler toolsets

The following compiler toolsets, distributed as Application Streams, have been upgraded with RHEL 8.1:

37


https://access.redhat.com/documentation/en-us/red_hat_developer_toolset/
https://access.redhat.com/documentation/en-us/red_hat_enterprise_linux/8/html/developing_c_and_cpp_applications_in_rhel_8/additional-toolsets-for-development_developing-applications#gcc-toolset_assembly_additional-toolsets-for-development

Red Hat Enterprise Linux 8 8.1 Release Notes

Clang and LLVM Toolset, which provides the LLVM compiler infrastructure framework, the
Clang compiler for the C and C++ languages, the LLDB debugger, and related tools for code
analysis, to version 8.0.1

Rust Toolset, which provides the Rust programming language compiler rustc, the cargo build
tool and dependency manager, and required libraries, to version 1.37

Go Toolset, which provides the Go (golang) programming language tools and libraries, to
version 1.12.8.

(BZ#1731502, BZ#1691975, BZ#1680091, BZ#1677/819, BZ#1681643)

SystemTap rebased to version 4.1

The SystemTap instrumentation tool has been updated to upstream version 4.1. Notable improvements

include:

The eBPF runtime backend can handle more features of the scripting language such as string
variables and rich formatted printing.

Performance of the translator has been significantly improved.

More types of data in optimized C code can now be extracted with DWARF4 debuginfo
constructs.

(BZ#1675740)

General availability of the DHAT tool

Red Hat Enterprise Linux 8.1 introduces the general availability of the DHAT tool. It is based on the
valgrind tool version 3.15.0.

You can find changes/improvements in valgrind tool functionality below:
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use --tool=dhat instead of --tool=exp-dhat,

--show-top-n and --sort-by options have been removed because dhat tool now prints the
minimal data after the program ends,

a new viewer dh_view.html, which is a JavaScript programm, contains the profile results. A
short message explains how to view the results after the run is ended,

the documentation for a viewer is located: /usr/libexec/valgrind/dh_view.html,
the documentation for the DHAT tool is located: /usr/share/doc/valgrind/html/dh-manual.html,
the support for amd64 (x86_64): the RDRAND and F16C insn set extensions is added,

in cachegrind the cg_annotate command has a new option, --show-percs, which prints
percentages next to all event counts,

in callgrind the callgrind_annotate command has a new option, --show-percs, which prints
percentages next to all event counts,

in massif the default value for --read-inline-info is now yes,

in memcheck option --xtree-leak=yes, which outputs leak result in xtree format, automatically
activates the option --show-leak-kinds=all,
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® the new option --show-error-list=no|yes displays the list of the detected errors and the used
suppression at the end of the run. Previously, the user could specify the option -v for valgrind
command, which shows a lot of information that might be confusing. The option -s is an
equivalent to the option --show-error-list=yes.
(BZ#1683715)

elfutils rebased to version 0.176

The elfutils packages have been updated to upstream version 0.176. This version brings various bug
fixes, and resolves the following vulnerabilities:

e CVE-2019-7146

e CVE-2019-7149

e CVE-2019-7150

e CVE-2019-7664

e CVE-2019-7665
Notable improvements include:

e The libdw library has been extended with the dwelf_elf_begin() function which is a variant of
elf_begin() that handles compressed files.

® A new --reloc-debug-sections-only option has been added to the eu-strip tool to resolve all
trivial relocations between debug sections in place without any other stripping. This
functionality is relevant only for ET_REL files in certain circumstances.

(BZ#1683705)

Additional memory allocation checks in glibc

Application memory corruption is a leading cause of application and security defects. Early detection of
such corruption, balanced against the cost of detection, can provide significant benefits to application
developers.

To improve detection, six additional memory corruption checks have been added to the malloc
metadata in the GNU C Library (glibc), which is the core C library in RHEL. These additional checks
have been added at a very low cost to runtime performance.

(BZ#1651283)

GDB can access more POWERS registers

With this update, the GNU debugger (GDB) and its remote stub gdbserver can access the following
additional registers and register sets of the POWERS processor line of IBM:

e PPR

e DSCR

e TAR

e EBB/PMU

e HTM
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(BZ#1187581)

binutils disassembler can handle NFP binary files

The disassembler tool from the binutils package has been extended to handle binary files for the
Netronome Flow Processor (NFP) hardware series. This functionality is required to enable further
features in the bpftool Berkeley Packet Filter (BPF) code compiler.

(BZ#1644391)

Partially writable GOT sections are now supported on the IBM Z architecture

The IBM Z binaries using the "lazy binding" feature of the loader can now be hardened by generating
partially writable Global offset table (GOT) sections. These binaries require a read-write GOT, but not all
entries to be writable. This update provides protection for the entries from potential attacks.

(BZ#1525406)

binutils now supports Arch13 processors of IBM Z

This update adds support for the extensions related to the Arch13 processors into the binutils packages
on IBM Z architecture. As a result, it is now possible to build kernels that can use features available in
arch13-enabled CPUs on IBM Z.

(BZ#1659437)

Dyninst rebased to version 10.1.0

The Dyninst instrumentation library has been updated to upstream version 10.1.0. Notable changes
include:

® Dyninst supports the Linux PowerPC Little Endian (ppcle) and 64-bit ARM (aarch64)
architectures.

® Start-up time has been improved by using parallel code analysis.

(BZ#1648441)

Date formatting updates for the Japanese Reiwa era

The GNU C Library now provides correct Japanese era name formatting for the Reiwa era starting on
May 1st, 2019. The time handling API data has been updated, including the data used by the strftime and
strptime functions. All APIs will correctly print the Reiwa era including when strftime is used along with
one of the era conversion specifiers such as %EC, %EY, or %Ey.

(BZ#1577438)

Performance Co-Pilot rebased to version 4.3.2

In RHEL 8.1, the Performance Co-Pilot (PCP) tool has been updated to upstream version 4.3.2. Notable
improvements include:

® New metrics have been added - Linux kernel entropy, pressure stall information, Nvidia GPU
statistics, and more.

® Tools such as pcp-dstat, pcp-atop, the perfevent PMDA, and others have been updated to
report the new metrics.
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® The pmseries and pmproxy utilities for a performant PCP integration with Grafana have been
updated.

This release is backward compatible for libraries, over-the-wire protocol and on-disk PCP archive
format.

(BZ#1685302)

6.1.13. Identity Management

IdM now supports Ansible roles and modules for installation and management

This update introduces the ansible-freeipa package, which provides Ansible roles and modules for
Identity Management (IdM) deployment and management. You can use Ansible roles to install and
uninstall IdM servers, replicas, and clients. You can use Ansible modules to manage IdM groups,
topology, and users. There are also example playbooks available.

This update simplifies the installation and configuration of IdM based solutions.

(JIRA:RHELPLAN-2542)

New tool to test the overall fitness of IdM deployment: Healthcheck

This update introduces the Healthcheck tool in Identity Management (IdM). The tool provides tests
verifying that the current IdM server is configured and running correctly.

The major areas currently covered are: * Certificate configuration and expiration dates * Replication
errors * Replication topology * AD Trust configuration * Service status * File permissions of important
configuration files * Filesystem space

The Healthcheck tool is available in the command-line interface (CLI).

(JIRA:RHELPLAN-13066)

IdM now supports renewing expired system certificates when the server is offline

With this enhancement, administrators can renew expired system certificates when Identity
Management (IdM) is offline. When a system certificate expires, IdM fails to start. The new ipa-cert-fix
command replaces the workaround to manually set the date back to proceed with the renewal process.
As a result, the downtime and support costs reduce in the mentioned scenario.

(JIRA:RHELPLAN-13074)

Identity Management supports trust with Windows Server 2019

When using Identity Management, you can now establish a supported forest trust to Active Directory
forests that run by Windows Server 2019. The supported forest and domain functional levels are
unchanged and supported up to level Windows Server 2016.

(JIRA:RHELPLAN-15036)

samba rebased to version 4.10.4

The samba packages have been upgraded to upstream version 4.10.4, which provides a number of bug
fixes and enhancements over the previous version:

® Samba 4.10 fully supports Python 3. Note that future Samba versions will not have any runtime
support for Python 2.
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® The JavaScript Object Notation (JSON) logging feature now logs the Windows event ID and
logon type for authentication messages.

e The new vfs_glusterfs_fuse file system in user space (FUSE) module improves the
performance when Samba accesses a GlusterFS volume. To enable this module, add
glusterfs_fuse to the vfs_objects parameter of the share in the /etc/samba/smb.conf file.
Note that vfs_glusterfs_fuse does not replace the existing vfs_glusterfs module.

® The server message block (SMB) client Python bindings are now deprecated and will be
removed in a future Samba release. This only affects users who use the Samba Python bindings
to write their own utilities.

Samba automatically updates its tdb database files when the smbd, nmbd, or winbind service starts.
Back up the databases files before starting Samba. Note that Red Hat does not support downgrading
tdb database files.

For further information about notable changes, read the upstream release notes before updating:
https://www.samba.org/samba/history/samba-4.10.0.html

(BZ#1638001)

Updated system-wide certificate store location for OpenLDAP

The default location for trusted CAs for OpenLDAP has been updated to use the system-wide
certificate store (/etc/pki/ca-trust/source) instead of /etc/openldap/certs. This change has been made
to simplify the setting up of CA trust.

No additional setup is required to set up CA trust, unless you have service-specific requirements. For
example, if you require an LDAP server's certificate to be only trusted for LDAP client connections, in
this case you must set up the CA certificates as you did previously.

(JIRA:RHELPLAN-7109)

New ipa-crl-generation commands have been introduced to simplify managing IdM CRL
master

This update introduces the ipa-crl-generation status/enable/disable commands. These commands,
run by the root user, simplify work with the Certificate Revocation List (CRL) in IdM. Previously, moving
the CRL generation master from one IdM CA server to another was a lengthy, manual and error-prone
procedure.

The ipa-crl-generation status command checks if the current host is the CRL generation master. The
ipa-crl-generation enable command makes the current host the CRL generation master in IdM if the

current host is an IdM CA server. The ipa-crl-generation disable command stops CRL generation on

the current host.

Additionally, the ipa-server-install --uninstall command now includes a safeguard checking whether
the host is the CRL generation master. This way, IdM ensures that the system administrator does not
remove the CRL generation master from the topology.

(JIRA:RHELPLAN-13068)

OpenlID Connect support in keycloak-httpd-client-install

The keycloak-httpd-client-install identity provider previously supported only the SAML (Security
Assertion Markup Language) authentication with the mod_auth_mellon authentication module. This
rebase introduces the mod_auth_openidc authentication module support, which allows you to
configure also the OpenID Connect authentication.
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The keycloak-httpd-client-install identity provider allows an apache instance to be configured as an
OpenlD Connect client by configuring mod_auth_openidc.

(BZ#1553890)

Setting up IdM as a hidden replica is now available as a Technology Preview

This enhancement enables administrators to set up an Identity Management (IdM) replica as a hidden
replica. A hidden replica is an IdM server that has all services running and available. However, it is not
advertised to other clients or masters because no SRV records exist for the services in DNS, and LDAP
server roles are not enabled. Therefore, clients cannot use service discovery to detect hidden replicas.

Hidden replicas are primarily designed for dedicated services that can otherwise disrupt clients. For
example, a full backup of IdM requires to shut down all IdM services on the master or replica. Since no
clients use a hidden replica, administrators can temporarily shut down the services on this host without
affecting any clients. Other use cases include high-load operations on the IdM API or the LDAP server,
such as a mass import or extensive queries.

To install a new hidden replica, use the ipa-replica-install --hidden-replica command. To change the
state of an existing replica, use the ipa server-state command.

(BZ#1719767)

SSSD now enforces AD GPOs by default

The default setting for the SSSD option ad_gpo_access_control is now enforcing. In RHEL 8, SSSD
enforces access control rules based on Active Directory Group Policy Objects (GPOs) by default.

Red Hat recommends ensuring GPOs are configured correctly in Active Directory before upgrading
from RHEL 7 to RHEL 8. If you would not like to enforce GPOs, change the value of the
ad_gpo_access_control option in the /etc/sssd/sssd.conf file to permissive.

(JIRA:RHELPLAN-51289)

6.1.14. Desktop

Modified workspace switcher in GNOME Classic

Workspace switcher in the GNOME Classic environment has been modified. The switcher is now located
in the right part of the bottom bar, and it is designed as a horizontal strip of thumbnails. Switching
between workspaces is possible by clicking on the required thumbnail. Alternatively, you can also use the
combination of Ctrl+Alt+down/up arrow keys to switch between workspaces. The content of the active
workspace is shown in the left part of the bottom bar in form of the window list.
When you press the Super key within the particular workspace, you can see the window picker, which
includes all windows that are open in this workspace. However, the window picker no longer displays the
following elements that were available in the previous release of RHEL:

® dock (vertical bar on the left side of the screen)

® workspace switcher (vertical bar on the right side of the screen)

® search entry

For particular tasks that were previously achieved with the help of these elements, adopt the following
approaches:

® To launch applications, instead of using dock, you can:
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o Use the Applications menu on the top bar

o Press the kdb:[Alt + F2] keys to make the Enter a Command screen appear, and write the
name of the executable into this screen.

® To switch between workspaces, instead of using the vertical workspace switcher, use the
horizontal workspace switcher in the right bottom bar.

e |f you require the search entry or the vertical workspace switcher, use GNOME Standard
environment instead of GNOME Classic.

(BZ#1704360)

6.1.15. Graphics infrastructures

DRM rebased to Linux kernel version 5.1

The Direct Rendering Manager (DRM) kernel graphics subsystem has been rebased to upstream Linux
kernel version 5.1, which provides a number of bug fixes and enhancements over the previous version.
Most notably:
® The mgag200 driver has been updated. The driver continues providing support for HPE Proliant
Genl0 Systems, which use Matrox G200 eH3 GPUs. The updated driver also supports current
and new Dell EMC PowerEdge Servers.

® The nouveau driver has been updated to provide hardware enablement to current and future
Lenovo platforms that use NVIDIA GPUs.

® The i915 display driver has been updated for continued support of current and new Intel GPUs.

® Bug fixes for Aspeed AST BMC display chips have been added.

® Support for AMD Raven 2 set of Accelerated Processing Units (APUs) has been added.

® Support for AMD Picasso APUs has been added.

® Support for AMD Vega GPUs has been added.

® Support for Intel Amber Lake-Y and Intel Comet Lake-U GPUs has been added.
(BZ#1685552)

Support for AMD Picasso graphic cards

This update introduces the amdgpu graphics driver. As a result AMD Picasso graphics cards are now
fully supported on RHEL 8.

(BZ#1685427)

6.1.16. The web console

Enabling and disabling SMT

Simultaneous Multi-Threading (SMT) configuration is now available in RHEL 8. Disabling SMT in the web
console allows you to mitigate a class of CPU security vulnerabilities such as:

® Microarchitectural Data Sampling
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® | 1Terminal Fault Attack
(BZ#1678956)

Adding a search box in the Services page

The Services page now has a search box for filtering services by:
® Name
® Description
® State

In addition, service states have been merged into one list. The switcher buttons at the top of the page
have also been changed to tabs to improve user experience of the Services page.

(BZ#1657752)

Adding support for firewall zones

The firewall settings on the Networking page now supports:

® Adding and removing zones

® Adding or removing services to arbitrary zones and

® Configuring custom ports in addition to firewalld services.
(BZ#1678473)

Adding improvements to Virtual Machines configuration

With this update, the RHEL 8 web console includes a lot of improvements in the Virtual Machines page.

You can now:
® Manage various types of storage pools
e Configure VM autostart
® |mport existing qcow images
® |nstall VMs through PXE boot
® Change memory allocation
® Pause/resume VMs
e Configure cache characteristics (directsync, writeback)
® Change the boot order

(BZ#1658847)

6.1.17. Red Hat Enterprise Linux System Roles

A new storage role added to RHEL System Roles
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The storage role has been added to RHEL System Roles provided by the rhel-system-roles package.
The storage role can be used to manage local storage using Ansible.

Currently, the storage role supports the following types of tasks:
® Managing file systems on whole disks
® Managing LVM volume groups
® Managing logical volumes and their file systems
For more information, see Managing file systems and Configuring and managing logical volumes.

(BZ#1691966)

6.1.18. Virtualization

WALinuxAgent rebased to version 2.2.38

The WALinuxAgent package has been upgraded to upstream version 2.2.38, which provides a number of
bug fixes and enhancements over the previous version.

In addition, WALinuxAgent is no longer compatible with Python 2, and applications dependant on Python
2. As aresult, applications and extensions written in Python 2 will need to be converted to Python 3 to
establish compatibility with WALinuxAgent.

(BZ#1722848)

Windows automatically finds the needed virtio-win drivers

Windows can now automatically find the virtio-win drivers it needs from the driver ISO without requiring
the user to select the folder in which they are located.

(BZ#1223668)

KVM supports 5-level paging

With Red Hat Enterprise Linux 8, KVM virtualization supports the 5-level paging feature. On selected
host CPUs, this significantly increases the physical and virtual address space that the host and guest
systems can use.

(BZ#1526548)

Smart card sharing is now supported on Windows guests with ActivClient drivers

This update adds support for smart card sharing in virtual machines (VMs) that use a Windows guest OS
and ActivClient drivers. This enables smart card authentication for user logins using emulated or shared
smart cards on these VMs.

(BZ#1615840)

New options have been added for virt-xml

The virt-xml utility can now use the following command-line options:

® --no-define - Changes done to the virtual machine (VM) by the virt-xml command are not
saved into persistent configuration.

e --start - Starts the VM after performing requested changes.
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